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Another example could be use of recommender systems, while can facilitate or
promote children’s rights (such as ability to seek and receive information, leisure
and play, freedom of association) they frequently violate them. The nature of
children’s development means that they are predisposed to prioritising immediate
need over long term consequences, making them more vulnerable to products and
services designed to undermine privacy in order to gather data. Harmful systems
can:

e create unfair outcomes, with sometimes lifelong impacts for children, due to
decisions that are discriminatory or inaccurate

e create harm: use of data to generate synthetic material that can amount to
sexual exploitation and abuse, be used to humiliate or bully, facilitate
misinformation or criminal activities, recommend content that is risky like
violent or extreme content, disordered eating or promote connections
between children and unknown adults

e violate rights to privacy through pervasive data collection, scraping, and
processing which is used to profile them (like predicting or provoking
thoughts feelings and actions)

Enforcing obligations on such systems through the privacy code to a) assess privacy
risks to rights of children and b) mitigate risks would ensure children’s rights to the
digital environment are progressed, and violations improved upon.

2. WHEN AND HOW SHOULD THE CODE APPLY TO APP ENTITIES

The Code must apply to all digital platforms Likely To Be Accessed (LTBA) by
children and/or those that process children’s data, not just those specifically
targeted at children.

We reiterate messages from the Child Rights Taskforce and Rest-Tech Australia that
a precautionary approach to scope and threshold is necessary, that in order to uplift
privacy, maximum coverage is required, requiring low thresholds.

A definition of children in the code should reiterate the definition provided by the
UN Convention on the Rights of the child - up to the age of 18. Noting that the
UNCRC General Comment No. 25 affirm the full scope of children’s rights extend
fully in the digital environment, where “states parties should require the
integration of privacy-by-design into digital products and services that affect
children”?

Size doesn’t not always equate to risk. We support threshold criteria that doesn’t
just apply to ‘reach’ but also factors in ‘risk’. This is built into different codes in
various international jurisdictions but is worth explicit mention in Australia’s code.

The UK Age Appropriate Design Code (AADC)%, for example, makes clear that a
service does not need to be designed for children, or have children make up a

9 United Nations Committee on the Rights of the Child. (2021). General comment No. 25 (2021) on
children’s rights in relation to the digital environment (CRC/C/GC/25), para. 7@. United Nations.
https:/digitallibrary.un.org/record/3906061

9 Information Commissioner’s Office. (2020). Age-Appropriate Design Code: A code of practice for
online services. UK Information Commissioner’s Office. Available via https://ico.org.uk/for-




substantial proportion of users, for the Code to apply. Instead, the standard is
whether child use is meaningful.

Importantly, the AADC stresses that determining whether use is significant requires
consideration of both:

e the number of child users, and
e the risks those users face in relation to their data.

This approach recognises that even if only a small percentage of users are children,
the potential for harm may still be high, particularly where high-risk data
processing applies, such as where data is used to profile, target, or influence
children in ways that interfere with their rights or development.

This principle is especially relevant given how children often use general-purpose
or mixed-audience services (e.g. gaming platforms, social media, search engines)
that are not strictly “child-directed,” but still collect or process children’s data at
scale.

We do not support dispensing of responsibilities through disclaimers in products
or services Terms of Use that state intentions around users above or below a certain
age.

The Children’s Privacy Code should adopt a risk-and-reach-based threshold for
application — not a “child-directed” threshold.

Specifically:

e The Code should apply to any service that is likely to be accessed by children
or that processes children’s data, regardless of whether children are the
primary audience.

e The threshold for inclusion should be more than a de minimis level of child
use, consistent with the UK’s AADC.

e Regulatory guidance should clarify that a service’s obligations under the
Code are triggered by:

o Significant or meaningful use by children (even if they are not the
majority of users), and/or

o Nature and severity of risks to the rights of children, including their
right to privacy, wellbeing and development — not just size or type of
entity. This should be based on real-life understanding of how children
use digital environments

e When compliance with the code is triggered, a child rights impact
assessment based on prevailing principle of the best interests of the child,
should be the backbone of a child specific privacy impact assessments. These
should be made publicly accessible to promote trust, transparency and
research to the benefit of children.

Consideration for cultural rights of Aboriginal and Torres Strait Islander Children
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safe, developmentally appropriate, and rights-based manner. It should be subject
to strong safeguards, including clear purpose limitations and oversight to ensure it
serves the best interests of the child.

There could be an argument that, for example, a child signing up to receive news of
the latest release of a game, or the latest Nike shoe, or through following their
favourite AFL team, be subject to marketing to purchase team collateral - might
promote their rights to leisure or play, or economic participation. However question
of children’s ability to understand and differentiate in commercial advertising
should come into play, determining whether it is fair or in their best interest.

Research has shown that children are particularly vulnerable to commercial
influence, due to their cognitive development stage, at some stages being unable
to distinguish between ads or content, fiction or reality, and up until at least 12 -
unable to fully comprehend the persuasive intent of ads.

CONTACT

13 Report by Professor Yves de la Taille on PL 5921/2001 developed by request of the Federal
Psychology Council, ‘Advertising Aimed at Children: Psychological Considerations’. Available at:
https://site.cfp.org.br/wp-content/uploads/2008/10/cartilha_publicidade infantil.pdf.





